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Abstract

We extend the random level shift (RLS) model of Lu and Perron (2010) to model the volatility of asset prices. The original RLS model consists of a short memory process and a level shift component, specified as the cumulative sum of a process that is 0 with probability $1 - \alpha$ and is a random variable with probability $\alpha$. Motivated by features obtained from this model, we extend it in two directions. The first is to specify a time-varying probability of shifts modeled as a function of the occurrence and magnitude of large negative lagged returns. The second modification is to incorporate a mean reverting mechanism so that the sign and magnitude of the jump component changes according to the deviations of past jumps from their long run mean. It allows a better in-sample description and, more importantly, the possibility of forecasting the sign and magnitude of the jumps. We estimate the model using daily data on four major stock market indices: S&P 500, Nasdaq, Dow Jones Industrial Average and AMEX. We compare the forecasting performance of our model with various competing models. The most striking feature is that the modified RLS model is the only one that belongs to the 10% model confidence set of Hansen et al. (2011) using all comparisons, for all series and all forecasting horizons. The smallest values of the mean square forecast errors are also obtained with the modified RLS model in 23 out of 24 cases. Overall, this is very strong evidence that our modified RLS model offers important gains in forecasting performance.
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1 Introduction

Recently, there has been an upsurge of interest in the possibility of confusing long-memory with structural change in levels. This idea extends that expounded by Perron (1989, 1990) who showed that structural change and unit roots are easily confused. When a stationary process is contaminated by structural change, the estimate of the sum of its autoregressive coefficient is biased towards one and tests of the null hypothesis of a unit root are biased toward non-rejection. This phenomenon has been shown to apply to the long-memory context as well. That is, when a stationary short-memory process is contaminated by structural changes in level, the estimate of the long-memory parameter is biased away from zero and the autocovariance function of the process exhibits a slow rate of decay. Relevant references on this issue include Diebold and Inoue (2001), Engle and Smith (1999), Gourieroux and Jasiak (2001), Granger and Ding (1996), Granger and Hyung (2004), Lobato and Savin (1998), Mikosch and Stårică (2004), Parke (1999) and Teverosovky and Taqqu (1997).

The literature on modeling and forecasting stock return volatility is voluminous. Two approaches that have proven useful are the GARCH and stochastic volatility (SV) models. In their standard forms, the ensuing volatility processes are stationary and weakly dependent with autocorrelations that decrease exponentially. This contrasts with the empirical findings obtained using various proxies for volatility (e.g., daily absolute returns) which indicate autocorrelations that decay very slowly at long lags. In light of this, several long-memory models have been proposed. For example, Baillie, Bollerslev, and Mikkelsen (1996) and Bollerslev and Mikkelsen (1996) considered fractionally integrated GARCH and EGARCH models, while Breidt, Crato and De Lima (1998) and Harvey (1998) proposed long memory SV (LSV) models where the log of volatility is modeled as a fractionally integrated process.

More recently, attempts have been made to distinguish between short-memory stationary processes plus level shifts and long-memory models; see, in particular, Granger and Hyung (2004). They documented the fact that, when breaks determined via some pre-tests are accounted for, the evidence for long-memory is weaker. This evidence is, however, inconclusive since structural change tests are severely biased in the presence of long-memory and log periodogram estimates of the memory parameter are biased downward when sample-selected breaks are introduced. This is an overfitting problem that Granger and Hyung (2004, p. 416) clearly recognized. Stärică and Granger (2005) presented evidence that log-absolute returns of the S&P 500 index is an i.i.d. series affected by occasional shifts in the unconditional variance and show that this specification has better forecasting performance than the more
traditional GARCH(1,1) model and its fractionally integrated counterpart. Mikosch and Stårică (2004) considered the autocorrelation function of the absolute returns of the S&P 500 index for the period 1953-1977. They documented the fact that for the full period, it resembles that of a long-memory process. But, interestingly, if one omits the last four years of data, the autocorrelation function is very different and looks like one associated with a short-memory process. They explain this finding by arguing that the volatility of the S&P 500 returns has increased over the period 1973-1977. Morana and Beltratti (2004) also argue that breaks in the level of volatility partially explain the long-memory features of some exchange rate series. Perron and Qu (2007) analyzed the time and spectral domain properties of a stationary short memory process affected by random level shifts. Perron and Qu (2010) showed that, when applied to daily S&P 500 log absolute returns over the period 1928-2002, the level shift model explains both the shape of the autocorrelations and the path of log periodogram estimates as a function of the number of frequency ordinates used. Qu and Perron (2012) estimated a stochastic volatility model with level shifts adopting a Bayesian approach using daily data on returns from the S&P 500 and NASDAQ indices over the period 1980.1-2005.12. They showed that the level shifts account for most of the variation in volatility, that their model provides a better in-sample fit than alternative models and that its forecasting performance is better for the NASDAQ and just as good for the S&P 500 as standard short or long-memory models without level shifts.

Lu and Perron (2010) extended the work of Stårică and Granger (2005) by directly estimating a structural model. They adopt a specification for which the series of interest is the sum of a short-memory process and a jump or level shift component. For the latter, they specify a simple mixture model such that the component is the cumulative sum of a process that is 0 with some probability \((1 - \alpha)\) and is a random variable with probability \(\alpha\). To estimate such a model, they transform it into a linear state space form with innovations having a mixture of two normal distributions and adopt an algorithm similar to the one used by Perron and Wada (2009) and Wada and Perron (2007). They restrict the variance of one of the two normal distributions to be zero, allowing a simple but efficient algorithm.

Varneskov and Perron (2011) further extend the random level shift model to combine it with a long memory process, modeled as a \(ARFIMA(p, d, q)\) process. They also carry out a comprehensive simulation study to show the precision of the parameter estimates. Their forecasting experiments using six different data series covering both low frequency and high frequency data show that the RLS-ARFIMA model outperforms other competing models with respect to many criteria.
This paper extends Lu and Perron (2010) in several directions. First, we let the jump probability depend on some covariates. This allows a more comprehensive and realistic probabilistic structure for the level shift model. The specification adopted is in the spirit of the “news impact curve” as suggested by Engle and Ng (1993). We model the probability of a shift as a function of the occurrence and magnitude of large negative lagged returns. The second modification is to incorporate a mean reverting mechanism to level shift model so that the sign and magnitude of the jump component changes according to the deviations of past jumps from their long run mean. Apart from being a device that allows a better in-sample description, its advantage is that the sign and magnitude of the jumps can be predicted to some extent. As we shall show this allows much improved forecasts.

We apply the modified level shift model to S&P 500 stock market index data (01/03/1950-10/11/2011; 15543 observations), Dow Jones Industrial Average (DJIA) index data (01/03/1950-06/15/2012; 15752 observations), AMEX index (01/03/1996-06/18/2012; 4137 observations) and Nasdaq index (02/09/1971-06/18/2012; 10434 observations), using the logarithm of absolute returns as a proxy for volatility. Our point estimate for the average probability of shifts is similar to that of the original model, still a quite small number. But the weight on extreme past negative returns is large enough to result in a significant increase in jump probability when past stock return is taken into account, thereby inducing a clustering property for the jumps. Also, the estimates indicate that a mean reverting mechanism is present, which changes the sign of the jump. When the past jump component deviates from the long run mean by a large amount it is brought back towards the long-run mean.

We compare the forecasting performance of our model with various competing models, the original random level shift model (RLS), RLS with long memory (RLS-ARFIMA), the popular ARFIMA(1, d, 1) and ARFIMA(0, d, 0). The most striking feature is that the modified random level model is the only model that belongs to the 10% model confidence set of Hansen et al. (2010) using all comparisons, for all series and all forecasting horizons. When comparing the mean squared forecast errors, the smallest values are also obtained with the modified random level shift model in 23 out of 24 cases. Overall, this is very strong evidence that our modified random level shift model offers important gains in forecasting performance.

The structure of this paper is as follows. Section 2 briefly describes the data. Section 3 presents the basic random level shift model and discusses key results obtained from estimating it using data on the S&Ps 500 index in order to motivate subsequent developments. Section 4 discusses the extensions made to the basic model consisting of allowing for time varying
probabilities of jumps and a mean-reverting mechanism. Section 5 presents the estimation methodology. Section 6 presents the full-sample estimates obtained from the extended model. Section 7 presents results for a real-time forecasting experiment, which show that much improved forecasts can be obtained using our extended model. Section 8 provides brief concluding remarks.

2 Data and Summary Statistics

The data used to construct the volatility series are based on daily closing prices, say $P_t$, and the daily returns are computed as $r_t = \ln(P_t) - \ln(P_{t-1})$. The volatility is proxied by log absolute returns. In order to avoid extreme negative volatility, we bound absolute returns away from zero by adding a small constant 0.001, so that the volatility series used is $y_t = \ln(|r_t| + 0.001)$.

We use daily data instead of measures based on high frequency data. First, higher frequency data are not available for long periods and given that level shifts are quite infrequent, a long span of data is desirable; second, the realized volatility constructed using higher frequency data is very sensitive to the window used to construct the series, the treatment of seasonal effects, the method to handle missing observations. The use of daily returns avoids the arbitrariness in the construction of realized volatility.

Table 1 gives summary statistics of those volatility proxies and show their unconditional distribution characteristics. The four stock volatility series have similar characteristics: mean, standard deviation and extreme values. Except for DJIA, the volatility series have positive skewness, i.e., a right-tailed distribution with few high values. The kurtosis values are around 2.7, slightly lower than 3 for the normal distribution.

3 The Basic Random Level Shift Model

The basic random level shift model is:

$$y_t = a + \tau_t + c_t$$  \hspace{1cm} (1)

where $a$ is a constant, $\tau_t$ is the random level shift component and $c_t$ is a short memory process. The level shift component is specified by

$$\tau_t = \tau_{t-1} + \delta_t$$

where

$$\delta_t = \pi_t \eta_t.$$
Here, $\pi_t$ follows a Bernoulli distribution that takes value 1 with probability $\alpha$ and value 0 with probability $1 - \alpha$. If it takes value 1, then a level shift $\eta_t$ occurs drawn from a $N(0, \sigma^2_\eta)$ distribution. In general, the short-memory component can be modelled as $c_t = C(L)e_t$, with $e_t \sim i.i.d. N(0, \sigma^2_e)$ and $E|e_t|^r < \infty$ for $r > 2$. The polynomial $C(L)$ satisfies $C(L) = \sum_{i=0}^\infty c_iL^i$, $\sum_{i=0}^\infty i|i|c_i| < \infty$ and $C(1) \neq 0$. As pointed out by Lu and Perron (2010) and also documented in Section 4, once the level shifts are accounted for, barely any serial correlation remains. Accordingly, we can simply assume $c_t$ to be a white noise process.

The state space representation of this model involves an error term that is a mixture of two normal distributions. With the normality assumption used to construct the quasi-likelihood function, the level shift component $\tau_t$ can be represented as a random walk process with errors following mixed normal distributions, namely

$$\tau_t = \tau_{t-1} + \delta_t$$
$$\delta_t = \pi_t\eta_t = \pi_t\eta_{1t} + (1 - \pi_t)\eta_{2t}$$

where $\eta_{it} \sim i.i.d. N(0, \sigma^2_{\eta_{it}})$. By specifying $\sigma^2_{\eta_{1t}} = \sigma^2_{\eta}$ and $\sigma^2_{\eta_{2t}} = 0$, we recover our level shift model. To cast the model in state-space form, note that the first differences of $y_t$ are given by:

$$\triangle y_t = \tau_t - \tau_{t-1} + c_t - c_{t-1}$$
$$= \delta_t + c_t - c_{t-1}$$

and, for reasons mentioned above, the short-memory component is simply white noise, so that

$$c_t = e_t.$$ 

Hence, the state-space representation of the model is

$$\triangle y_t = HX_t + \delta_t$$
$$X_t = FX_{t-1} + U_t$$

where $X_t = [c_t, c_{t-1}]'$, $H = [1, -1]$,

$$F = \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix}$$

and $U_t$ is a 2-dimensional normally distributed random vector with mean zero and covariance matrix

$$Q = \begin{pmatrix} \sigma^2_e & 0 \\ 0 & 0 \end{pmatrix}.$$
3.1 Fitted Level Shifts and Autocorrelation Functions

To provide stylized features of the series considered and motivate our subsequent modelling, we consider the last 10,000 observations of the S&P500 series (02/25/1972-10/11/2011). Figure 1 presents a plot of the autocorrelations up to lag 2000, which shows that it displays a slow decay rate, akin to a long-memory process. To see if this long-memory feature can be accounted for by level shifts, we follow Lu and Perron (2010) and estimate the basic random level shift model presented in the previous section in order to extract the fitted level shift component. The method of estimation is described in Lu and Perron (2010). The estimate of the jump probability is 0.0029, so that the estimate of the number of jumps in the series is 29.

To obtain the level shift component of the volatility process, we first need to estimate the dates of the shifts and the means within each regime. Since the smoothed estimate of the level shift component performs poorly in the presence of multiple changes, we use the point estimate of jump probability to get an approximation to the number of level shifts and apply the method of Bai and Perron (2003) to obtain the estimates of the jump dates and regime-specific means as the global minimizers of the following sum of squared residuals:

$$\sum_{i=1}^{m+1} \sum_{t=T_{i-1}+1}^{T_i} [y_t - \mu_i]^2,$$

where $m$ is the number of breaks (here 29), $T_i$ $(i = 1, ..., m)$ are the candidate break dates with the convention that $T_0 = 0$ and $T_{m+1} = T$ and $\mu_i$ $(i = 1, ..., m+1)$ are the means within each regime. Note that since we allow for consecutive level shifts, we set the minimal length of a segment to just one observation. With the estimates of the break dates $\{\hat{T}_i; i = 1, ..., m\}$ and the regime-specific means $\{\hat{\mu}_i; i = 1, ..., m + 1\}$, the level shift component is given by $\sum_{i=1}^{m+1} \hat{\mu}_i DU_{i,t}$, where $DU_{i,t} = 1$ if $\hat{T}_{i-1} < t \leq \hat{T}_i$ and 0, otherwise. It is plotted in Figure 2 along with a smoothed estimate of the original volatility process (obtained using a nonparametric fit with a standard Gaussian kernel). As can be seen, the general tendency of the fitted level shift component follows the major changes in the volatility process, with a large level shift in both October 1987 and 2008, associated with major financial crises that affected the stock markets.

To see whether the level shift component can explain the long-memory property of the volatility process, we present in Figure 3 the sample autocorrelations the residuals defined as the difference between the original process and the fitted level shift component. A distinctive feature is that now the residuals exhibit barely no serial correlation even at small lags. Hence,
when the level shifts are accounted for, the long-memory property of volatility is no longer present. Although the shifts are rare, they account for almost all the autocorrelations in volatility. As a result, modeling volatility as a short memory process plus a random level shift component appears indeed an attractive avenue.

3.2 Clustering Jumps and Mean Reversion

A close look at the fitted level shift component reveals that some jumps tend to occur within a short period of time. Those time periods are often associated with abnormal price fluctuations, for example financial crashes or important macroeconomics or policy news. There are also few spikes in the level shift process, e.g., 1974-1975, 1987, 1999, 2008-2010. It is indeed expected that volatility jumps should be clustered during periods of financial crises. This clustering phenomenon is interesting and indicates that the level shifts may not be i.i.d. as originally modeled with a constant jump probability for all time periods. On the contrary, the jump probability is likely to change depending on different circumstances. For example, when financial markets are turbulent, it is more likely for the volatility process to jump up. Accordingly, we shall model the probability of a shift as a function of some covariates with the aim at better describing the clustering of jumps.

Another interesting observation is that the jump component seems to follow a mean reverting process. It is indeed implausible that the volatility will jump in an arbitrary manner. Upward shifts are often followed by downward shifts, so that a mean-reverting process is present in the fitted level shift component. Hence, it is highly likely that a proper modeling of this mean reverting mechanism could lead to improved forecasting performance. Accordingly, we shall also introduce a mean-reverting component in the model.

4 Extensions of the Random Level Shift Model

As discussed in the previous section, two features that are likely to improve the fit and the forecasting performance is to allow for changes in the probability of shifts and model explicitly the mean-reverting mechanism of the level shift component. In the first step, we specify the jump probability to be

\[ p_t = f(p, x_{t-1}) \]

where \( p \) is a constant and \( x_{t-1} \) are covariates that would allow to better predict the probability of shifts in volatility, and \( f \) is a function that ensure that \( p_t \in [0, 1] \). Note that \( x_{t-1} \) needs
to be in the information set at time \( t \) in order for the model to be useful for forecasting.

As documented by, e.g., Martens et al. (2004), there is a pronounced relationship between current volatility and lagged returns, sometimes referred to as the leverage effect. A popular way to model this effect is via the “news impact curve” as suggested by Engle and Ng (1993). This usually takes the following form

\[
\log(\sigma_t^2) = \beta_0 + \beta_1 |r_{t-1}| + \beta_2 I(r_{t-1} < 0) + \beta_3 |r_{t-1}|I(r_{t-1} < 0)
\]

where \( \sigma_t^2 \) is a measure of volatility and \( I(A) \) is the indicator function of the event \( A \). It is typically the case that the estimate of \( \beta_1 \) is not significant (see, e.g., Martens et al, 2004). Hence, we shall ignore this term. Also, since our aim is to model changes in the probability of a shift in volatility and not volatility per se, it is more appropriate to use large negative returns beyond some threshold \( a \), say, stated in relation to the probability that a return exceeds \( a \). In our applications we shall consider negative returns that are at the bottom 1%, 2.5% or 5% of the sample distribution of returns. Hence, the functional form adopted is the following:

\[
f(p, x_{t-1}) = \begin{cases} 
\Phi(p + \gamma_1 1\{x_{t-1} < 0\} + \gamma_2 1\{x_{t-1} < 0\}|x_{t-1}|) & \text{for } |x_{t-1}| > a \\
\Phi(p) & \text{otherwise}
\end{cases} 
\]

where \( \Phi(.) \) is a normal cdf function, so that \( f(p, x_{-}) \) is bounded between 0 and 1, as required.

The second step involves building a mean reverting mechanism to the level shift model. The motivation for doing so is that we observe evidence that stock volatility does not jump arbitrarily and that large upward movement tend to be followed by a decrease. This can be seen in Figure 2, where overall the shift component tends to revert back to some long-term mean value. This feature can be beneficial to improve the forecasting performance if explicitly modeled. The specification we adopt is the following:

\[
\eta_{1t} = \beta(\tau_{t|t-1} - \bar{\tau}) + \tilde{\eta}_{1t}
\]

where \( \tilde{\eta}_{1t} \sim N(0, \sigma_{\eta}^2) \), \( \tau_{t|t-1} \) is the filtered estimate of the jump component at time \( t \) and \( \bar{\tau} \) is the mean of all the filtered estimates of the jump component from the beginning of the sample up to time \( t \). This implies a mean-reverting mechanism provided \( \beta < 0 \). The magnitude of \( \beta \) then dictates the speed of reversion. Note that the specification involves using data only up to time \( t \) in order to be useful for forecasting purposes. Note that it will have an impact on forecasts since being in a high (low) volatility state implies that in future
periods volatility will be lower (higher), and more so as the forecasting horizon increases. Hence, this specification has an effect on the forecasts of both the sign and size of future jumps in volatility.

5 Estimation Methodology

The estimation methodology follows Lu and Perron (2010) with appropriate modifications. The main ingredient used is the augmentation of the states by the realizations of the mixture at time \( t \) so that the Kalman filter can be used to generate the likelihood function, conditional on the realizations of the states. The latent states are then eliminated from the final likelihood function by summing over all possible state realizations.

Let \( Y_t = (\Delta y_1, \Delta y_2, \ldots, \Delta y_t) \) be the vector of data available up to time \( t \) and denote the vector of parameters by \( \theta = [\sigma^2_p, p, \sigma^2_e, \gamma_1, \gamma_2, \beta] \). The level shift model is fundamentally different from the popular Markov switching models, especially given the fact that the number of states is determined by the data and none of the states need be revisited. Nevertheless, the two models share similar features when constructing the likelihood function. To illustrate the similarities we adopt the notation in Hamilton (1994), where \( 1 \) represents a \( (4 \times 1) \) vector of ones, the symbol \( \odot \) denotes element-by-element multiplication, \( \tilde{\xi}_{t|t-1} = \text{vec}(\xi_{t|t-1}) \) with the \((i, j)^{th}\) element of \( \tilde{\xi}_{t|t-1} \) being \( \Pr(s_{t-1} = i, s_t = j|Y_{t-1}; \theta) \) and \( \omega_t = \text{vec}(\tilde{\omega}_t) \) with the \((i, j)^{th}\) element of \( \tilde{\omega}_t \) being \( f(\Delta y_t|s_{t-1} = i, s_t = j, Y_{t-1}; \theta) \) for \( i, j \in \{1, 2\} \). Here \( s_t = 1 \) (resp., 2) when \( \pi_t = 1 \) (resp., 0), i.e., a level shift occurs (resp., does not occur). The log likelihood function is

\[
\ln(L) = \sum_{t=1}^{T} \ln f(\Delta y_t|Y_{t-1}; \theta) \tag{3}
\]

where

\[
f(\Delta y_t|Y_{t-1}; \theta) = \sum_{i=1}^{2} \sum_{j=1}^{2} f(\Delta y_t|s_{t-1} = i, s_t = j, Y_{t-1}; \theta) \Pr(s_{t-1} = i, s_t = j|Y_{t-1}; \theta) \quad \tag{4}
\]

\[
\equiv 1' (\tilde{\xi}_{t|t-1} \odot \omega_t)
\]

We first focus on the evolution of \( \tilde{\xi}_{t|t-1} \). Applying rules for conditional probabilities, Bayes’ rule and the independence of \( s_t \) with past realizations, we have

\[
\tilde{\xi}_{t|t-1}^{ij} \equiv \Pr(s_{t-1} = i, s_t = j|Y_{t-1}; \theta)
\]

\[
= \Pr(s_t = j) \sum_{k=1}^{2} \Pr(s_{t-2} = k, s_{t-1} = i|Y_{t-1}; \theta) \tag{5}
\]
and
\[
\hat{\xi}_{t-1|t-1}^{ij} = \Pr(s_{t-2} = k, s_{t-1} = i|Y_{t-1}; \theta) = \frac{f(\Delta y_t|s_{t-2} = k, s_{t-1} = i, Y_{t-2}; \theta) \Pr(s_{t-2} = k, s_{t-1} = i|Y_{t-1}; \theta)}{f(\Delta y_{t-1}|Y_{t-2}; \theta)}
\]

Therefore, the evolution of \(\hat{\xi}_{t|t-1}\) is given by:
\[
\begin{bmatrix}
\hat{\xi}_{t+1|t}^{11} \\
\hat{\xi}_{t+1|t}^{21} \\
\hat{\xi}_{t+1|t}^{12} \\
\hat{\xi}_{t+1|t}^{22}
\end{bmatrix}
= \begin{bmatrix}
  p_{t+1}(\hat{\xi}_{t|t}^{11} + \hat{\xi}_{t|t}^{21}) \\
  p_{t+1}(\hat{\xi}_{t|t}^{12} + \hat{\xi}_{t|t}^{22}) \\
  (1 - p_{t+1})(\hat{\xi}_{t|t}^{11} + \hat{\xi}_{t|t}^{21}) \\
  (1 - p_{t+1})(\hat{\xi}_{t|t}^{12} + \hat{\xi}_{t|t}^{22})
\end{bmatrix}
\]
\[
= \begin{bmatrix}
  p_{t+1} & p_{t+1} & 0 & 0 \\
  0 & 0 & p_{t+1} & p_{t+1} \\
  (1 - p_{t+1}) & (1 - p_{t+1}) & 0 & 0 \\
  0 & 0 & (1 - p_{t+1}) & (1 - p_{t+1})
\end{bmatrix}
\begin{bmatrix}
\hat{\xi}_{t|t}^{11} \\
\hat{\xi}_{t|t}^{21} \\
\hat{\xi}_{t|t}^{12} \\
\hat{\xi}_{t|t}^{22}
\end{bmatrix}
\]

or more compactly by:
\[
\hat{\xi}_{t+1|t} = \Pi \hat{\xi}_{t|t}
\]

with
\[
\hat{\xi}_{t|t} = \frac{\hat{\xi}_{t|t-1} \odot \omega_t}{1'(\hat{\xi}_{t|t-1} \odot \omega_t)}
\]

The conditional likelihood for \(\Delta y_t\) is the following normal density:
\[
\hat{\omega}_{t|j}^{ij} = f(\Delta y_t|s_{t-1} = i, s_t = j, Y_{t-1}; \theta) = \frac{1}{\sqrt{2\pi} |f_t^{ij}|^{\frac{1}{2}}} \exp \left\{-\frac{v_t^{ij} (f_t^{ij})^{-1} v_t^{ij}}{2}\right\} \tag{6}
\]

where \(v_t^{ij} = \Delta y_t - \Delta y_{t|t-1}^{ij}\) is the prediction error and \(f_t^{ij} = E(v_t^{ij} v_t^{ij'})\) is the prediction error variance. Note that \(\Delta y_{t|t-1} = E[\Delta y_t|s_{t-1} = i, Y_{t-1}; \theta]\) does not depend on the state \(j\) at time \(t\) because we are conditioning on time \(t-1\) information. However, \(\Delta y_t\) does depend on \(s_t = j\) so that the prediction error and its variance depend on both \(i\) and \(j\). The best forecast for the state variable and its associated variance conditional on past information and \(s_{t-1} = i\) are
\[
X_t^{i|t-1} = FX_{t-1|t-1}^{i} \\
P_t^{i|t-1} = FP_{t-1|t-1}^{i} F' + Q
\]
We have the measurement equation \( \Delta y_t = H X_t + \delta_t \), where the measurement error \( \delta_t \) has mean zero and a variance which can take two possible values: \( R_1 = \sigma_y^2 \), with probability \( p_t \), or \( R_2 = 0 \), with probability \( 1 - p_t \). Hence, the prediction error is \( v^{ij}_t = \Delta y_t - HX^i_{t|t-1} \) with associated variance \( f^{ij}_t = HP^i_{t|t-1}H' + R_j \). Applying standard updating formulas, we have given \( s_t = j \) and \( s_{t-1} = i \),

\[
X^{ij}_{t|t} = X^i_{t|t-1} + P^i_{t|t-1}H'(HP^i_{t|t-1}H' + R_j)^{-1}(\Delta y_t - HX^i_{t|t-1}) \tag{8}
\]

\[
P^{ij}_{t|t} = P^i_{t|t-1} - P^i_{t|t-1}H'(HP^i_{t|t-1}H' + R_j)^{-1}HP^i_{t|t-1}
\]

To reduce the dimension of the estimation problem, we adopt the re-collapsing procedure suggested by Harrison and Stevens (1976), given by

\[
X^j_{t|t} = \frac{\sum_{i=1}^{2} \Pr(s_{t-1} = i, s_t = j|Y_t; \theta)X^{ij}_{t|t}}{\Pr(s_t = j|Y_t; \theta)} = \frac{\sum_{i=1}^{2} \bar{\xi}^{ij}_{t|t}X^{ij}_{t|t}}{\sum_{i=1}^{2} \bar{\xi}^{ij}_{t|t}} \tag{9}
\]

\[
P^j_{t|t} = \frac{\sum_{i=1}^{2} \Pr(s_{t-1} = i, s_t = j|Y_t; \theta) [P^{ij}_{t|t} + (X^{ij}_{t|t} - X^i_{t|t})(X^j_{t|t} - X^{ij}_{t|t})']}{\Pr(s_t = j|Y_t; \theta)}
= \frac{\sum_{i=1}^{2} \bar{\xi}^{ij}_{t|t} [P^{ij}_{t|t} + (X^{ij}_{t|t} - X^i_{t|t})(X^j_{t|t} - X^{ij}_{t|t})']}{\sum_{i=1}^{2} \bar{\xi}^{ij}_{t|t}}
\]

By doing so, we make \( \omega^{ij}_t \) unaffected by the history of states before time \( t - 1 \). Some modifications are needed when including the mean reverting mechanism in the model. In equation (6), the prediction error \( v^{ij}_t \) is originally normally distributed with mean 0 and a variance that depends on the particular value of the state. But now the modified model becomes:

\[
y_t = a + c_t + \tau_t
\]

\[
\Delta y_t = \tau_t - \tau_{t-1} + c_t - c_{t-1}
\]

\[
\tau_t - \tau_{t-1} = \pi_t[\beta(\tau_{t-1} - \bar{\tau}) + \bar{\eta}_1t] + (1 - \pi_t)\eta_{2t}
\]

At time \( t \) when \( \pi_t = 1 \), we need to subtract the mean reversion term, which is known at
time $t$ and independent from the realization of $\pi_t$. Accordingly,

$$
\hat{\omega}^{ij}_t = f(\Delta y_t | s_{t-1} = i, s_t = j, Y_{t-1}; \theta) = \frac{1}{\sqrt{2\pi}} |f_t^{ij}|^{-\frac{1}{2}} \exp \left\{ -\frac{\hat{\omega}^{ij}_t (f_t^{ij})^{-1} \hat{\omega}^{ij}_t}{2} \right\}
$$

(10)

$$
\hat{\nu}^{ij}_t = \begin{cases} 
\nu^{11}_t - \beta(\tau^{11}_{t|t-1} - \bar{\tau}^{11}) \\
\nu^{12}_t \\
\nu^{21}_t - \beta(\tau^{21}_{t|t-1} - \bar{\tau}^{21}) \\
\nu^{22}_t 
\end{cases}
$$

$$
F_t^{ij} = E(\hat{\nu}^{ij}_t \hat{\nu}^{ij}_t) = HP_{t|t-1} H' + R_j
$$

Since $y_t = a + \tau_t + c_t$, then $\tau^{i1}_{t|t-1} = y_t - a - c^{i1}_{t|t-1} = y_t - a - [0 \ 1]' X_{t|t-1}^{i1}$. Note that $X_{t|t-1}^{i1}$ being a state variable it can be updated every time period. Therefore, $\tau^{i1}_{t|t-1} - \bar{\tau}^{i1}$ is known at time $t$. Also $R_1 = \sigma^2_{\eta}$ with probability $p_t$ and $R_2 = 0$ with probability $1 - p_t$.

6 Full Sample Estimation Results

We first present results from estimating the basic random level shift model using the stock volatility series in order to compare our results with those of Lu and Perron (2010) who used a shorter sample. These are reported in Table 2. Note that the jump probability is quite small, indicating that level shifts are relatively rare events. The point estimates for the jump probability $p$ imply the following number of shifts for each series: 65 for the S&P 500, 34 jumps for Nasdaq, 29 for the DJIA and 29 for the AMEX. Due to the fact that our S&P 500 data covers a longer period than that in Lu and Perron (2010), our point estimate of the number of jumps is also higher. This is especially the case since our sample further include the period 2004 to 2011, a time during which stock markets went through a turbulent period induced by the financial crisis in 2008. A lot of uncertainties existed during that period. Hence, it is not surprising, indeed expected, that level shifts happen more often with this extended sample. The standard error of the short memory component remains the same, while the standard error of the jump variable is smaller compared to the results in Lu and Perron (2010).

In Table 3, we report the estimation results when incorporating a time varying probability into the RLS model. For each series, we consider three different threshold levels to assess the robustness of the results. The threshold level adopted is the value $a$ such that, say, $x\%$ of the returns are below $a$ with $x = 1, 2.5$ and 5. The results show that the estimates of both $\gamma_1$ and $\gamma_2$ are positive. Since we use absolute values of negative returns in the specification,
a positive $\gamma_2$ is consistent with the evidence that large negative returns are associated with higher volatility, in our case via a higher probability of a shift occurring. Furthermore, the positive estimate of $\gamma_1$ is consistent with the so-called “the news impact” effect. Note that the estimate of $p$ is negative since we use normal cdf functional form for $p_t$. As the threshold level decreases, we find that $\gamma_1$ increases but $\gamma_2$ decreases. However, the standard error of $\gamma_1$ increases while that of $\gamma_2$ decreases, so that $\gamma_2$ becomes more significant and $\gamma_1$ becomes less significant as the threshold level decreases; see, in particular the results for the Nasdaq series. These results show that extreme bad news do indeed have a significant effect on the jump probability. Note for the AMEX series with a threshold value of 5% or 2.5%, the estimates of $\gamma_1$ and $\gamma_2$ are negative, though both are insignificant with large standard errors. This may be due to the relatively smaller sample size available for the AMEX series. Figure presents the smoothed estimates of the level shift component for the three threshold values for the case of the S&P 500 index. What transpires from the results is that they are very similar and all equally good in matching the smoothed estimate of the volatility process. Hence, in what follows we shall present results only for the case of a 1% trimming. The same features apply to other stock market indices.

The estimation results obtained when adding only a mean reversion component in the jump process are presented in Table 4. As a first step, we do not include the time varying probabilities in order to assess separately the effect of mean reversion. In all four cases, the estimate of $\beta$ is significantly negative, indicating that mean reversion is indeed present in the jump process. Note also that by adding a mean-reverting component, the estimate of the probability of shifts increases compared to the that in the basic random level shift model. Also, the standard error of the jump variable is much smaller. This is due to the fact that the mean reversion part account for a large amount of the total variation of the jump process, leaving less to be accounted for by the jump variable itself. Figure 5 presents the smoothed estimate of the level shift component $\tau_{t|T}$, together with the volatility process for the case of the S&P 500. Compared to the smoothed estimate of the level shift component for the basic RLS model it contains more short-term variability, which explains why jumps in the RLS model with mean reversion are estimated to occur more frequently.

Table 5 presents the estimates of the modified RLS model combining both time varying probabilities and mean reversion, using a threshold value of 1%. First, in all cases the estimate of $\beta$ is significantly negative, again indicating the presence of a mean-reverting property for the level shift component. The estimates are similar to those obtained without allowing for time variation in the probability of shifts, showing some robustness to our findings. The
estimate of $\gamma_2$, pertaining to the component $1\{x_{t-1} < 0\}|x_{t-1}|$ in the specification of the functional form for the time-varying probabilities, is significantly positive in all cases, except for the AMEX index. On the other hand, the estimates of $\gamma_1$, pertaining to the component $1\{x_{t-1} < 0\}$ are not significant, except for the DJIA. Hence, in the forecasting experiment reported below, we shall omit this component.

The following results were obtained for the case of the S&P 500 series; similar results apply to the other stock market indices and are therefore not reported. Figure 5 presents the smoothed estimates of the volatility and of the level shift component for the four versions of the random level shift model: the basic one, with time-varying probabilities only, with mean reversion only and with time varying probabilities and mean reversion. Note that the smoothed estimate of the level shift component is similar across all models and follows closely the smoothed estimate of the volatility, indicating a good in-sample fit. But as we shall see, even though the models have similar in-sample fit, the out-of-sample fit is not the same with the model incorporating time-varying probabilities and mean reversion performing best. Figure 6 presents the autocorrelation function of the difference between the volatility process and the smoothed level shift component with both time-varying probabilities and mean reversion. It clearly shows that the remaining noise is uncorrelated, thereby justifying of specification of the nature of the short-memory component and re-enforcing the conclusion that once level shift are taken into account the long-memory feature of the volatility series is no longer present.

7 Forecasting

We first discuss how to construct out-of-sample forecasts for the random level shift model, assuming the short memory process to be just white noise. According to Varneskov and Perron (2011), the $\tau$-step ahead forecasts of the basic random level shift model is given by

$$\hat{y}_{t+\tau} = y_t + HF^\tau \left[ \sum_{i=0}^{1} \sum_{j=0}^{1} \Pr(s_{t+1} = j) \Pr(s_t = i|Y_t) X_{ij}^{s_{t+1}} \right]$$

where $E_t(y_{t+\tau}) = \hat{y}_{t+\tau}$ is the forecast of volatility at time $t+\tau$, conditional on information at time $t$. With our modified RLS model, this forecasting formula still holds with appropriate modifications for $X_{ij}^{s_{t+1}}$ and $\Pr(s_{t+1} = j)$.

We compare the forecasting performance of our model with the original RLS model, the RLS_ARFIMA(0,d,0), the RLS_ARFIMA(1,d,1), the ARFIMA(1,d,1) and the ARFIMA(0,d,0) models. We concentrate on the ARFIMA class of model as they were shown to provide
better forecasts than GARCH-type models. We use the following forecasting horizons:
\( \tau = 1, 5, 10, 20, 50 \) and \( 100 \). The mean square forecast error (MSFE) criterion, proposed
by Hansen & Lunde (2006a) and Patton (2011), defined by:

\[
MSFE_{\tau,i} = \frac{1}{T_{out}} \sum_{t=1}^{T_{out}} (\hat{\sigma}_{t,\tau}^2 - \bar{y}_{t+\tau,i|t})^2
\]

where \( T_{out} \) is the number of forecasts, \( \hat{\sigma}_{t,\tau}^2 = \sum_{s=1}^{\tau} y_{t+s} \), and \( \bar{y}_{t+\tau,i|t} = \sum_{s=1}^{\tau} \hat{y}_{t+s,i|t} \), with \( i \) indexing the model. The relative performance of models \( i \) and \( j \) at time \( t \) is defined as:

\[
d_{ij,t} = (\hat{\sigma}_{t,\tau}^2 - \bar{y}_{t+\tau,i|t})^2 - (\hat{\sigma}_{t,\tau}^2 - \bar{y}_{t+\tau,j|t})^2
\]

The different model forecasting performances are evaluated and compared using the 10%
model confidence set (MCS) of Hansen et al. (2011).

The forecasting experiment is as follow. We keep the last 1500 observations as the out-
of-sample period to be forecasted. Hence the starting date of the forecasts is 10/27/2005
for S&P 500, 07/06/2006 for Nasdaq and AMEX, and 07/03/2016 for DJIA. The reasons
for considering this period is that it contains very different episodes of calm and turbulent
periods, mostly as the result of the financial crisis in 2008. Hence, it is ideally suited as
a particularly difficult period to forecast volatility. Given that estimating these models is
quite time consuming, we estimate the models once without the last 1500 observations. The
forecasts are then made conditional on the parameter estimates obtained.

The results are presented in Table 6. The most striking feature is that the modified
random level model is the only model that belongs to the 10% model confidence set using
all comparisons, for all series and all forecasting horizons. When comparing the MSFE, the
smallest values are also obtained with the modified random level shift model in 23 out of 24
cases. The only case in which it does not is for the Nasdaq series with a 100 step horizon,
in which case the model that delivers the lowest MSFE is the RLS-ARFIMA(1,d,1). The
ARFIMA(1,d,1) and ARFIMA(0,d,0) perform particularly poorly. The p-values that they
belong to the model confidence set are 0.00 is 22 out of 24 cases. The improvement in
forecast accuracy of the modified RLS model relative to the ARFIMA models can be very
substantial. For medium term forecasting horizons (5 to 20 days ahead), the MSFEs of the
modified RLS can be between 36% and 63% of those of the ARFIMA models. Overall, this
is very strong evidence that our modified random level shift model offers important gains in
forecasting performance.
8 Conclusion

With the aim of improving the forecasting performance of the random level shift model of Lu and Perron (2010), we proposed two modifications. The first is a structure to allow a time-varying probability of shifts. We modelled the probability of a shift as a function of the occurrence and magnitude of large negative lagged returns. The second modification is to incorporate a mean reverting mechanism so that the sign and magnitude of the jump component changes according to the deviations of past jumps from their long run mean. Apart from being a device that allows a better in-sample description, its advantage is that the sign and magnitude of the jumps can be predicted to some extent. The full sample estimates reveal interesting features useful to understand the behavior of stock prices volatility. More importantly, the extended model allows much improved forecasts of volatility when applied to stock market indices. Hence, our results provide additional evidence that random level shift models are serious contenders to model volatility and outperforms the popular class of standard long-memory models such as the commonly used ARFIMA model.
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Table 1 Summary Statistics of the Volatility Series

<table>
<thead>
<tr>
<th>Volatility</th>
<th>Mean</th>
<th>SD</th>
<th>Max</th>
<th>Min</th>
<th>Skew</th>
<th>Kur</th>
</tr>
</thead>
<tbody>
<tr>
<td>S&amp;P 500</td>
<td>-5.21</td>
<td>0.81</td>
<td>-1.47</td>
<td>-6.91</td>
<td>0.04</td>
<td>2.60</td>
</tr>
<tr>
<td>Nasdaq</td>
<td>-5.06</td>
<td>0.87</td>
<td>-2.01</td>
<td>-6.91</td>
<td>0.10</td>
<td>2.63</td>
</tr>
<tr>
<td>DJIA</td>
<td>-5.19</td>
<td>0.80</td>
<td>-1.36</td>
<td>-6.91</td>
<td>-0.01</td>
<td>2.58</td>
</tr>
<tr>
<td>AMEX</td>
<td>-5.09</td>
<td>0.80</td>
<td>-2.07</td>
<td>-6.91</td>
<td>0.03</td>
<td>2.80</td>
</tr>
</tbody>
</table>

Note "SD", "Skew" and "Kur" stand for standard deviation, skewness and kurtosis respectively.

Table 2 Maximum Likelihood Estimates of the Basic RLS Model

<table>
<thead>
<tr>
<th></th>
<th>$\sigma_\eta$</th>
<th>$p$</th>
<th>$\sigma_e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>S&amp;P 500</td>
<td>0.49*</td>
<td>0.0042*</td>
<td>0.74*</td>
</tr>
<tr>
<td></td>
<td>(0.09)</td>
<td>(0.002)</td>
<td>(0.004)</td>
</tr>
<tr>
<td>Nasdaq</td>
<td>0.66*</td>
<td>0.0031</td>
<td>0.75*</td>
</tr>
<tr>
<td></td>
<td>(0.23)</td>
<td>(0.002)</td>
<td>(0.005)</td>
</tr>
<tr>
<td>DJIA</td>
<td>0.84*</td>
<td>0.0018</td>
<td>0.74*</td>
</tr>
<tr>
<td></td>
<td>(0.20)</td>
<td>(0.001)</td>
<td>(0.004)</td>
</tr>
<tr>
<td>AMEX</td>
<td>0.54*</td>
<td>0.0071</td>
<td>0.73*</td>
</tr>
<tr>
<td></td>
<td>(0.16)</td>
<td>(0.004)</td>
<td>(0.008)</td>
</tr>
</tbody>
</table>

This table gives the parameter estimates of the basic random level shift model. Standard errors are in parentheses. Estimates with a (*) are significant at the 5% level.
Table 3 Maximum Likelihood Estimates of RLS Model with time varying Probability

<table>
<thead>
<tr>
<th>Threshold</th>
<th>$\alpha_s$</th>
<th>$p$</th>
<th>$\sigma_e$</th>
<th>$\gamma_1$</th>
<th>$\gamma_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5%</td>
<td>0.27*</td>
<td>-2.60*</td>
<td>0.74*</td>
<td>1.74*</td>
<td>0.76*</td>
</tr>
<tr>
<td></td>
<td>(0.08)</td>
<td>(0.56)</td>
<td>(0.00)</td>
<td>(0.49)</td>
<td>(0.23)</td>
</tr>
<tr>
<td>2.5%</td>
<td>0.24*</td>
<td>-2.40*</td>
<td>0.74*</td>
<td>2.43*</td>
<td>0.20*</td>
</tr>
<tr>
<td></td>
<td>(0.07)</td>
<td>(0.54)</td>
<td>(0.00)</td>
<td>(1.37)</td>
<td>(0.03)</td>
</tr>
<tr>
<td>1%</td>
<td>0.36*</td>
<td>-2.57*</td>
<td>0.74*</td>
<td>2.27*</td>
<td>0.12*</td>
</tr>
<tr>
<td></td>
<td>(0.15)</td>
<td>(0.66)</td>
<td>(0.00)</td>
<td>(1.48)</td>
<td>(0.02)</td>
</tr>
</tbody>
</table>

Panel B: Nasdaq

<table>
<thead>
<tr>
<th>Threshold</th>
<th>$\alpha_s$</th>
<th>$p$</th>
<th>$\sigma_e$</th>
<th>$\gamma_1$</th>
<th>$\gamma_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5%</td>
<td>0.56*</td>
<td>-2.79*</td>
<td>0.75*</td>
<td>1.02*</td>
<td>0.78*</td>
</tr>
<tr>
<td></td>
<td>(0.10)</td>
<td>(0.36)</td>
<td>(0.01)</td>
<td>(0.21)</td>
<td>(0.32)</td>
</tr>
<tr>
<td>2.5%</td>
<td>0.49*</td>
<td>-2.72*</td>
<td>0.75*</td>
<td>1.50*</td>
<td>0.52*</td>
</tr>
<tr>
<td></td>
<td>(0.12)</td>
<td>(0.43)</td>
<td>(0.01)</td>
<td>(0.45)</td>
<td>(0.16)</td>
</tr>
<tr>
<td>1%</td>
<td>0.43*</td>
<td>-2.59*</td>
<td>0.75*</td>
<td>2.08*</td>
<td>0.35*</td>
</tr>
<tr>
<td></td>
<td>(0.11)</td>
<td>(0.48)</td>
<td>(0.01)</td>
<td>(1.10)</td>
<td>(0.08)</td>
</tr>
</tbody>
</table>

Panel C: DJIA

<table>
<thead>
<tr>
<th>Threshold</th>
<th>$\alpha_s$</th>
<th>$p$</th>
<th>$\sigma_e$</th>
<th>$\gamma_1$</th>
<th>$\gamma_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5%</td>
<td>0.38*</td>
<td>-2.97*</td>
<td>0.74*</td>
<td>1.76*</td>
<td>0.10*</td>
</tr>
<tr>
<td></td>
<td>(0.13)</td>
<td>(0.49)</td>
<td>(0.00)</td>
<td>(0.66)</td>
<td>(0.01)</td>
</tr>
<tr>
<td>2.5%</td>
<td>0.39*</td>
<td>-2.78*</td>
<td>0.74*</td>
<td>1.90*</td>
<td>0.95*</td>
</tr>
<tr>
<td></td>
<td>(0.09)</td>
<td>(0.38)</td>
<td>(0.00)</td>
<td>(0.51)</td>
<td>(0.61)</td>
</tr>
<tr>
<td>1%</td>
<td>0.48*</td>
<td>-2.82*</td>
<td>0.74*</td>
<td>2.33*</td>
<td>0.10*</td>
</tr>
<tr>
<td></td>
<td>(0.10)</td>
<td>(0.35)</td>
<td>(0.00)</td>
<td>(0.74)</td>
<td>(0.01)</td>
</tr>
</tbody>
</table>

Panel D: AMEX

<table>
<thead>
<tr>
<th>Threshold</th>
<th>$\alpha_s$</th>
<th>$p$</th>
<th>$\sigma_e$</th>
<th>$\gamma_1$</th>
<th>$\gamma_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5%</td>
<td>0.15*</td>
<td>-1.71*</td>
<td>0.73*</td>
<td>5.06</td>
<td>-4.97</td>
</tr>
<tr>
<td></td>
<td>(0.03)</td>
<td>(0.55)</td>
<td>(0.01)</td>
<td>(47.73)</td>
<td>(32.49)</td>
</tr>
<tr>
<td>2.5%</td>
<td>0.58*</td>
<td>-2.50*</td>
<td>0.73*</td>
<td>-1.44</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>(0.17)</td>
<td>(0.50)</td>
<td>(0.01)</td>
<td>(3.72)</td>
<td>(0.46)</td>
</tr>
<tr>
<td>1%</td>
<td>0.62*</td>
<td>-2.60*</td>
<td>0.73*</td>
<td>2.31</td>
<td>0.30</td>
</tr>
<tr>
<td></td>
<td>(0.26)</td>
<td>(0.62)</td>
<td>(0.01)</td>
<td>(1.60)</td>
<td>(0.24)</td>
</tr>
</tbody>
</table>

Standard errors are reported in parentheses. Estimates with a (*) are significant at the 5% level.
Table 4 Maximum Likelihood Estimates of the RLS Model with Mean Reversion

<table>
<thead>
<tr>
<th></th>
<th>$\sigma_q$</th>
<th>$p$</th>
<th>$\sigma_e$</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>S&amp;P 500</td>
<td>0.003</td>
<td>0.05*</td>
<td>0.74*</td>
<td>-0.13*</td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td>(0.02)</td>
<td>(0.004)</td>
<td>(0.003)</td>
</tr>
<tr>
<td>Nasdaq</td>
<td>0.098</td>
<td>0.02*</td>
<td>0.75*</td>
<td>-0.20*</td>
</tr>
<tr>
<td></td>
<td>(0.08)</td>
<td>(0.01)</td>
<td>(0.005)</td>
<td>(0.010)</td>
</tr>
<tr>
<td>DJIA</td>
<td>0.001</td>
<td>0.06*</td>
<td>0.74*</td>
<td>-0.12*</td>
</tr>
<tr>
<td></td>
<td>(0.003)</td>
<td>(0.02)</td>
<td>(0.004)</td>
<td>(0.002)</td>
</tr>
<tr>
<td>AMEX</td>
<td>0.001</td>
<td>0.10*</td>
<td>0.72*</td>
<td>-0.16*</td>
</tr>
<tr>
<td></td>
<td>(0.02)</td>
<td>(0.04)</td>
<td>(0.008)</td>
<td>(0.005)</td>
</tr>
</tbody>
</table>

Standard errors are listed in the parentheses. Estimates with a (*) are significant at the 5% level.
Table 5 Maximum Likelihood Estimates of RLS Model with a time varying Probability of shifts and Mean Reversion

<table>
<thead>
<tr>
<th>Panel A: S&amp;P 500</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>σ_η</td>
<td>0.004</td>
<td>-1.46*</td>
<td>0.74*</td>
<td>-2.32</td>
<td>0.67*</td>
</tr>
<tr>
<td>(σ_η)</td>
<td>(0.01)</td>
<td>(0.21)</td>
<td>(0.00)</td>
<td>(2.34)</td>
<td>(0.16)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel B: Nasdaq</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>σ_η</td>
<td>0.07</td>
<td>-1.88*</td>
<td>0.75*</td>
<td>-2.02</td>
<td>0.31*</td>
</tr>
<tr>
<td>(σ_η)</td>
<td>(0.13)</td>
<td>(0.36)</td>
<td>(0.01)</td>
<td>(1.54)</td>
<td>(0.09)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel C: DJIA</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>σ_η</td>
<td>0.004</td>
<td>-2.41*</td>
<td>0.74*</td>
<td>1.80*</td>
<td>0.65*</td>
</tr>
<tr>
<td>(σ_η)</td>
<td>(0.01)</td>
<td>(0.47)</td>
<td>(0.00)</td>
<td>(0.41)</td>
<td>(0.18)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel D: AMEX</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>σ_η</td>
<td>0.0008</td>
<td>-1.12*</td>
<td>0.72*</td>
<td>-4.09</td>
<td>-0.15</td>
</tr>
<tr>
<td>(σ_η)</td>
<td>(0.01)</td>
<td>(0.29)</td>
<td>(0.01)</td>
<td>(23.87)</td>
<td>(0.47)</td>
</tr>
</tbody>
</table>

Here we use 1% negative past returns as the threshold. Standard errors are in the parentheses. Estimates with a (*) are significant at the 5% level.
### Table 6 Out-of-Sample Forecast Comparisons

<table>
<thead>
<tr>
<th></th>
<th>S&amp;P 500</th>
<th>Nasdaq</th>
<th>DJIA</th>
<th>AMEX</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 step</td>
<td>5 step</td>
<td>10 step</td>
<td>20 step</td>
</tr>
<tr>
<td>RLS_modified</td>
<td>0.67</td>
<td>3.95</td>
<td>11.13</td>
<td>37.41</td>
</tr>
<tr>
<td>RLS</td>
<td>(0.12*)</td>
<td>(0.00)</td>
<td>(0.00)</td>
<td>(0.00)</td>
</tr>
<tr>
<td>RLS_ARFIMA(1,d,1)</td>
<td>0.68</td>
<td>4.57</td>
<td>13.74</td>
<td>46.73</td>
</tr>
<tr>
<td>RLS_ARFIMA(0,d,0)</td>
<td>0.68</td>
<td>4.20</td>
<td>12.12</td>
<td>41.19</td>
</tr>
<tr>
<td>ARFIMA(1,d,1)</td>
<td>0.85</td>
<td>8.34</td>
<td>27.83</td>
<td>97.79</td>
</tr>
<tr>
<td>ARFIMA(0,d,0)</td>
<td>0.87</td>
<td>8.78</td>
<td>29.60</td>
<td>104.92</td>
</tr>
</tbody>
</table>

(*) means that the model is within 10% MCS using all comparisons.

Starting dates for the four series are 10/27/2005 (S&P 500), 07/06/2006 (Nasdaq, AMEX), 07/03/2006 (DJIA). MSFEs are reported, MCS p-values are in the parentheses. The number with a (*) means that the model is within 10% MCS using all comparisons.
This graph displays the autocorrelation function up to lag 2000 for the last 10,000 observations of the S&P 500 series.
In this figure, the original process is plotted with the fitted level shift component estimated using Bai and Perron (2003) algorithm.
The residuals are calculated as the original process minus the fitted level shift component. This graph shows the autocorrelation function of the residual term up to lag 2000.
Figure 4 S&P 500 Smoothed filter of the level shift components for different thresholds
Figure 5 S&P Smoothed filter of the level shift components for different models
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Figure 6 Autocorrelation function of the residual term in RLS with both mean reversion and changing probability

This graph plots the autocorrelation function of the residual term, which is constructed as the difference of volatility series and the smoothed filter of the level shift component.