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Poor man’s introduction to the sign 
problem

Domain Ω

Wanted: weighted integral on 
domain, normalized.

Given: general positive 
weight function on domain

Z =

Z

⌦
p(x)dx

p(x)

We have a practical way of computing 
this integral: use a MC process

hAip =
1

Z

Z

⌦
A(x)p(x)dx

hAip ⇠ hAiMC =
1

M

MX

i=1

A(xi)

generate p-distributed random numbers 
(select M points xi with probability p(x)/Z) 

and compute

CLT will make this converge with 
variance

(�A)2 = (hAMC �Ap)
2i = var(A)

M
(�A)2 = (hAMC �Ap)

2i = var(A)

M
(�A)2 = (hAMC �Ap)

2i = var(A)

M
If the variance is small (A is large where p is large), this 

will be a good method.  
 

Usage scenario: Stat mech distribution functions, typically 
strongly peaked in a small part of phase space.

p(x)



Poor man’s introduction to the sign 
problem

Domain Ω

Given: general non-
positive weight 

function on domain

Z =

Z

⌦
p(x)dx

p(x)

hAip =
1

Z

Z

⌦
A(x)p(x)dx

hAip =
1

Zp

Z

⌦
A(x)p(x)dx =


1

Z|p|

Z

⌦
A(x)sgn(x)|p(x)|dx

�
/


1

Z|p|

Z

⌦
sgn(x)|p(x)|dx

�

hAip = hAsgni|p|/hsgni|p| This works well if the average sign is close to one. 
Does not work well if average sign goes to zero: noise 

amplification error!

no pb, average 
sign large

problem, average 
sign close to zero



configurations and domains

Domain Ω

What we have seen so far:

• Configurations are discretized path 
integrals in imaginary time. 

• Domain consists of all possible paths.

In an interaction 
expansion on a lattice

For a real-time 
‘Keldysh’ problem

• Configuration space is space of all Feynman 
diagrams. 

• Configurations are diagrams. 
• Random walk consists of sampling diagrams by 

adding and removing parts of it.

Most of what I’ll talk about:

In a hybridization 
(‘hopping’) expansion 
of a quantum impurity

Feynman diagrams are Taylor expansion coefficient – no a priori reason for them to 
be positive (but sometimes we can find representations where they are).
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Sign problem: Lattice QMC
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4x4, (~)=0.875, U=4

good statistics, since it does not involve minus signs. We
see from Eq. (18) that the correction term needed to make
an exact calculation is

0+—0Z
Z+ Z

1=—,'(0+ —0 ) ( )
—1

P
(24)

FIG. 7. The d-wave pairing susceptibility, Pd as a function of
temperature on a 4X4 lattice with U =4 and (n ) =0.875. The
solid triangles (solid line) are for a correct Monte Carlo calcula-
tion, and the open squares (dashed line) are for the same
configurations but neglecting the sign of the fermion deter-
minant.

calculations of ground-state properties of other quanti-
ties, but not with the accuracy that can be achieved for
the energy. The small value of 4 is an indication that the
neglect of signs yields a good first approximation for the
energy. We have performed ground-state calculations of
a variety a quantities, neglecting the sign, on 2 X2 lattices
with an electron density of 0.75. For example, for the
structure function S(n, m ) we find 0.91+0.02 and
0.93+0.03 for U =4 and 8, respectively. Exact calcula-
tions yield 0.906 and 0.982 for these quantities. For the
potential energy at these two couplings we find
1.13+0.01 and 1.25+0.05 as compared to exact results
of 1.198 and 1.362. Similar calculations within the
grand-canonical ensemble do not produce quite such
good results. These calculations indicate that, at least on
the small lattices, the quantity 0+ is a good first approxi-
mation to ( 0 ). This quantity can be obtained with very

As long as this term remains a small correction to 0+,
the fact that it is noisy will not be too serious. Notice
that the correction tertn vanishes when (S)p=l. In
some instances it also becomes small when (S)p~0.
For example, on our standard 4X4 lattice with U =8 and
a density of 0.625, we find the S(n, n. )+ has the constant
value 0.775+0.008 in the entire range 12(P(24. For
this range of P the quantity S(rr, rr)+ S(n—,n) is zero
within statistical errors which are of order +0.02. To
make a precise determination of the correction term of
Eq. (24) requires a high-statistics calculation of the quan-
tity —,'(0+—0 ). Whether this approach will lead to a
useful calculational method is under investigation.
It should be emphasized that the neglect of the sign of

the fermion determinant is an uncontrolled approxima-
tion, and can lead to misleading results if the correction
terms are not included. As an example, we show in Fig. 7
the d-wave pairing susceptibility Pd as a function of tem-
perature on a 4X4 lattice for U=4 and (n ) =0.875.
Recall that the interesting physical question is whether
Pd diverges at low temperature.
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• Ignoring the sign problem is an uncontrolled 
approximation. 

• Is it a good approximation? 
• NO!

Let’s ignore the sign problem!
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With the sign: 
system close to 
superconducting 
transition?

Not just minor quantitative 
differences but major 
qualitative ones!

Without the sign: system 
does not look close to 
superconducting 
transition



top500.org

linpack performance

1993 20132003

1 exaflop

1 petaflop

1 teraflop

1 gigaflop

top 500 machines!

top machine!

machine #500

#cores

rank

20042014
3.2 million cores!

Moore’s law: 
performance grows 
exponentially. 

With it:!

• complexity!

• number of cores!

• power 
consumption  

also for lower end / 
commodity 
machines!

Let’s beat the sign problem!

Remember Amdahl’s law!

http://top500.org


More physics for a small system: Self-
energy approximation, Dyson

Example tiling of the BZ: 2d, Nc = 16

Basis functions

Systematic truncation 
with cluster size Nc

⌃(k, !) =
X

n

⌃n(!)�n(k) ⇡
NcX

n

⌃n(!)�n(k)

Approximation to self energy:

Cluster DMFT: 
Controlled approximation, Inifinite lattice with 
approximated self energy, approximation errors,  
exact for number of sites Nc → ∞

(0, 0)

(⇡, ⇡)

Resulting lattice system mapped onto impurity model & self-consistency

Metzner, Vollhardt, Georges, Kotliar, Jarrell, Lichtenstein, Katsnelson, Maier, etc. See e.g. Rev. Mod. Phys. 77, 1027 (2005).

Example tiling of the BZ: 2d, Nc = 2, 4, 4, 8
(0, �)

(�, 0)

(�, �)

(0, 0)

(0, ⇡)

(⇡, 0)(0, 0)

(⇡, ⇡)

(0, 0)

(⇡, ⇡)

(⇡/2, ⇡/2)

(⇡, 0)(⇡, ⇡)

(0, 0)

Lattice QMC: 
Controlled approximation 
Finite lattice, finite size errors,  
exact for number of sites Nc → ∞



Quantum Monte Carlo continuous-time 
impurity solvers (Fakher Assaad’s talk)

0 β
τ1 τ2

0 β
τ1 τ3 τ2

rem
o
v
e

in
sert

• Rubtsov, Savkin, and Lichtenstein, Continuous-time 
quantum Monte Carlo method for fermions, Phys. Rev. B 
72, 035122 (2005)!

• Gull, Werner, Parcollet, and Troyer, Continuous-time 
auxiliary-field Monte Carlo for quantum impurity models, 
EPL 82, 57003 (2008)
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diagrams with 
order ≳100 
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exponentially 
suppressed
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This assures that each configuration is visited with a probability proportional to |wc| and

one can thus obtain an estimate for the Green’s function from a finite number N of mea-

surements:

g ≈
∑N

i=1 |wci
|signci

gci
∑N

i=1 |wci
|signci

=
⟨sign · g⟩
⟨sign⟩

. (9)

The error on this estimate decreases like 1/
√

N . If the average sign of the configurations is

small and decreases exponentially with decreasing temperature, the algorithm suffers from

a sign problem.

The first step in the diagrammatic expansion is to rewrite the partition function as a time

ordered exponential using some interaction representation. We split the Hamiltonian into

two parts, H = H1 + H2 and define the time dependent operators in the interaction picture

as O(τ) = eτH1Oe−τH1. We furthermore introduce the operator A(β) = eβH1e−βH and

write the partition function as Z = Tr[e−βH1A(β)]. The operator A(β) satisfies dA/dβ =

eβH1(H1 − H)e−βH = −H2(β)A(β) and can be expressed as A(β) = T exp[−
∫ β

0 dτH2(τ)].

In a second step, the time ordered exponential is expanded into a power series,

Z = Tr
[

e−βH1Te−
R β
0

dτH2(τ)
]

=
∞

∑

n=0

∫ β

0

dτ1 . . .

∫ β

τn−1

dτnTr
[

e−(β−τn)H1(−H2) . . . e−(τ2−τ1)H1(−H2)e
−τ1H1

]

, (10)

which is a representation of the partition function of the form (7), namely the sum of all

configurations c = {τ1, . . . , τn}, n = 0, 1, . . ., τi ∈ [0, β) with weight

wc = Tr
[

e−(β−τn)H1(−H2) . . . e−(τ2−τ1)H1(−H2)e
−τ1H1

]

dτn. (11)

In the following I will discuss in detail two complementary diagrammatic Monte Carlo

algorithms, namely

1. a weak-coupling approach, based on an expansion of Z in powers of the interaction U ,

and on an interaction representation in which the time evolution is determined by the

quadratic part H0 + Hbath + Hmix of the Hamiltonian,

2. a “strong-coupling” approach, based on an expansion of Z in powers of the impurity-

bath hybridization V , and an interaction representation in which the time evolution

is determined by the local part H0 + HU + Hbath of the Hamiltonian.

3

This assures that each configuration is visited with a probability proportional to |wc| and

one can thus obtain an estimate for the Green’s function from a finite number N of mea-

surements:

g ≈
∑N

i=1 |wci
|signci

gci
∑N

i=1 |wci
|signci

=
⟨sign · g⟩
⟨sign⟩

. (9)

The error on this estimate decreases like 1/
√

N . If the average sign of the configurations is

small and decreases exponentially with decreasing temperature, the algorithm suffers from

a sign problem.

The first step in the diagrammatic expansion is to rewrite the partition function as a time

ordered exponential using some interaction representation. We split the Hamiltonian into

two parts, H = H1 + H2 and define the time dependent operators in the interaction picture

as O(τ) = eτH1Oe−τH1. We furthermore introduce the operator A(β) = eβH1e−βH and

write the partition function as Z = Tr[e−βH1A(β)]. The operator A(β) satisfies dA/dβ =

eβH1(H1 − H)e−βH = −H2(β)A(β) and can be expressed as A(β) = T exp[−
∫ β

0 dτH2(τ)].

In a second step, the time ordered exponential is expanded into a power series,

Z = Tr
[

e−βH1Te−
R β
0

dτH2(τ)
]

=
∞

∑

n=0

∫ β

0

dτ1 . . .

∫ β

τn−1

dτnTr
[

e−(β−τn)H1(−H2) . . . e−(τ2−τ1)H1(−H2)e
−τ1H1

]

, (10)

which is a representation of the partition function of the form (7), namely the sum of all

configurations c = {τ1, . . . , τn}, n = 0, 1, . . ., τi ∈ [0, β) with weight

wc = Tr
[

e−(β−τn)H1(−H2) . . . e−(τ2−τ1)H1(−H2)e
−τ1H1

]

dτn. (11)

In the following I will discuss in detail two complementary diagrammatic Monte Carlo

algorithms, namely

1. a weak-coupling approach, based on an expansion of Z in powers of the interaction U ,

and on an interaction representation in which the time evolution is determined by the

quadratic part H0 + Hbath + Hmix of the Hamiltonian,

2. a “strong-coupling” approach, based on an expansion of Z in powers of the impurity-

bath hybridization V , and an interaction representation in which the time evolution

is determined by the local part H0 + HU + Hbath of the Hamiltonian.

3

This assures that each configuration is visited with a probability proportional to |wc| and

one can thus obtain an estimate for the Green’s function from a finite number N of mea-

surements:

g ≈
∑N

i=1 |wci
|signci

gci
∑N

i=1 |wci
|signci

=
⟨sign · g⟩
⟨sign⟩

. (9)

The error on this estimate decreases like 1/
√

N . If the average sign of the configurations is

small and decreases exponentially with decreasing temperature, the algorithm suffers from

a sign problem.

The first step in the diagrammatic expansion is to rewrite the partition function as a time

ordered exponential using some interaction representation. We split the Hamiltonian into

two parts, H = H1 + H2 and define the time dependent operators in the interaction picture

as O(τ) = eτH1Oe−τH1. We furthermore introduce the operator A(β) = eβH1e−βH and

write the partition function as Z = Tr[e−βH1A(β)]. The operator A(β) satisfies dA/dβ =

eβH1(H1 − H)e−βH = −H2(β)A(β) and can be expressed as A(β) = T exp[−
∫ β

0 dτH2(τ)].

In a second step, the time ordered exponential is expanded into a power series,

Z = Tr
[

e−βH1Te−
R β
0

dτH2(τ)
]

=
∞

∑

n=0

∫ β

0

dτ1 . . .

∫ β

τn−1

dτnTr
[

e−(β−τn)H1(−H2) . . . e−(τ2−τ1)H1(−H2)e
−τ1H1

]

, (10)

which is a representation of the partition function of the form (7), namely the sum of all

configurations c = {τ1, . . . , τn}, n = 0, 1, . . ., τi ∈ [0, β) with weight

wc = Tr
[

e−(β−τn)H1(−H2) . . . e−(τ2−τ1)H1(−H2)e
−τ1H1

]

dτn. (11)

In the following I will discuss in detail two complementary diagrammatic Monte Carlo

algorithms, namely

1. a weak-coupling approach, based on an expansion of Z in powers of the interaction U ,

and on an interaction representation in which the time evolution is determined by the

quadratic part H0 + Hbath + Hmix of the Hamiltonian,

2. a “strong-coupling” approach, based on an expansion of Z in powers of the impurity-

bath hybridization V , and an interaction representation in which the time evolution

is determined by the local part H0 + HU + Hbath of the Hamiltonian.

3

This assures that each configuration is visited with a probability proportional to |wc| and

one can thus obtain an estimate for the Green’s function from a finite number N of mea-

surements:

g ≈
∑N

i=1 |wci
|signci

gci
∑N

i=1 |wci
|signci

=
⟨sign · g⟩
⟨sign⟩

. (9)

The error on this estimate decreases like 1/
√

N . If the average sign of the configurations is

small and decreases exponentially with decreasing temperature, the algorithm suffers from

a sign problem.

The first step in the diagrammatic expansion is to rewrite the partition function as a time

ordered exponential using some interaction representation. We split the Hamiltonian into

two parts, H = H1 + H2 and define the time dependent operators in the interaction picture

as O(τ) = eτH1Oe−τH1. We furthermore introduce the operator A(β) = eβH1e−βH and

write the partition function as Z = Tr[e−βH1A(β)]. The operator A(β) satisfies dA/dβ =

eβH1(H1 − H)e−βH = −H2(β)A(β) and can be expressed as A(β) = T exp[−
∫ β

0 dτH2(τ)].

In a second step, the time ordered exponential is expanded into a power series,

Z = Tr
[

e−βH1Te−
R β
0

dτH2(τ)
]

=
∞

∑

n=0

∫ β

0

dτ1 . . .

∫ β

τn−1

dτnTr
[

e−(β−τn)H1(−H2) . . . e−(τ2−τ1)H1(−H2)e
−τ1H1

]

, (10)

which is a representation of the partition function of the form (7), namely the sum of all

configurations c = {τ1, . . . , τn}, n = 0, 1, . . ., τi ∈ [0, β) with weight

wc = Tr
[

e−(β−τn)H1(−H2) . . . e−(τ2−τ1)H1(−H2)e
−τ1H1

]

dτn. (11)

In the following I will discuss in detail two complementary diagrammatic Monte Carlo

algorithms, namely

1. a weak-coupling approach, based on an expansion of Z in powers of the interaction U ,

and on an interaction representation in which the time evolution is determined by the

quadratic part H0 + Hbath + Hmix of the Hamiltonian,

2. a “strong-coupling” approach, based on an expansion of Z in powers of the impurity-

bath hybridization V , and an interaction representation in which the time evolution

is determined by the local part H0 + HU + Hbath of the Hamiltonian.

3

This assures that each configuration is visited with a probability proportional to |wc| and

one can thus obtain an estimate for the Green’s function from a finite number N of mea-

surements:

g ≈
∑N

i=1 |wci
|signci

gci
∑N

i=1 |wci
|signci

=
⟨sign · g⟩
⟨sign⟩

. (9)

The error on this estimate decreases like 1/
√

N . If the average sign of the configurations is

small and decreases exponentially with decreasing temperature, the algorithm suffers from

a sign problem.

The first step in the diagrammatic expansion is to rewrite the partition function as a time

ordered exponential using some interaction representation. We split the Hamiltonian into

two parts, H = H1 + H2 and define the time dependent operators in the interaction picture

as O(τ) = eτH1Oe−τH1. We furthermore introduce the operator A(β) = eβH1e−βH and

write the partition function as Z = Tr[e−βH1A(β)]. The operator A(β) satisfies dA/dβ =

eβH1(H1 − H)e−βH = −H2(β)A(β) and can be expressed as A(β) = T exp[−
∫ β

0 dτH2(τ)].

In a second step, the time ordered exponential is expanded into a power series,

Z = Tr
[

e−βH1Te−
R β
0

dτH2(τ)
]

=
∞

∑

n=0

∫ β

0

dτ1 . . .

∫ β

τn−1

dτnTr
[

e−(β−τn)H1(−H2) . . . e−(τ2−τ1)H1(−H2)e
−τ1H1

]

, (10)

which is a representation of the partition function of the form (7), namely the sum of all

configurations c = {τ1, . . . , τn}, n = 0, 1, . . ., τi ∈ [0, β) with weight

wc = Tr
[

e−(β−τn)H1(−H2) . . . e−(τ2−τ1)H1(−H2)e
−τ1H1

]

dτn. (11)

In the following I will discuss in detail two complementary diagrammatic Monte Carlo

algorithms, namely

1. a weak-coupling approach, based on an expansion of Z in powers of the interaction U ,

and on an interaction representation in which the time evolution is determined by the

quadratic part H0 + Hbath + Hmix of the Hamiltonian,

2. a “strong-coupling” approach, based on an expansion of Z in powers of the impurity-

bath hybridization V , and an interaction representation in which the time evolution

is determined by the local part H0 + HU + Hbath of the Hamiltonian.

Use Wick’s theorem to write Trace of operators as determinant of matrix, then 
use importance sampling for sampling the diagram series.

http://dx.doi.org/10.1103/PhysRevB.72.035122
http://stacks.iop.org/0295-5075/82/57003


Cluster DMFT in the TD limit

Basis function 
expansion

Truncation
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Solve a correlated quantum impurity system self-consistently for a range of system sizes. 
Then extrapolate in system size.
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sis on doping near to half filled. Our goals are threefold:
First, to provide a numerically exact equation of state in
regions that were previously inaccessible. Second, to pro-
vide reference data for use in experimental systems trying
to replicate Hubbard model physics, e.g. cold atomic gas
systems, and third, to provide reliable comparison and
benchmark data to which new numerical and analytical
methods can be compared and for which their reliability
can be tested.
To do this we employ the dynamical cluster approxi-

mation (DCA), one of several cluster extensions41–45 to
the dynamical mean-field theory (DMFT).46–48 Using the
convergence of the DCA to the thermodynamic limit
(TL) we obtain converged lattice self energies and sin-
gle particle Green’s functions for the 2D Hubbard model
and compute the equation of state over a range from
high temperature, T ≈ 10t, down to intermediate tem-
perature, T ≈ 0.3t. We explore U=4, 8, 12 for weak,
intermediate, and strong coupling as well as a range of
doping away from half filling from n = 0.85 to 1.0.
We present the essential theory and outline the com-

putational technique used in Sec. II. Sec. III will contain
our main results and discussion while Sec. IV will con-
clude. A database of numerical results for the equation
of state of the Hubbard model along with a detailed de-
scription of these results is included in the supplementary
material.49

II. THEORY

The Hubbard model Hamiltonian is given by

H = −
∑

⟨i,j⟩σ

t
(

c†iσcjσ + h.c.
)

+ U
∑

i

ni↑ni↓, (1)

where c†iσ and ciσ create and annihilate (respectively) an

electron with spin σ =↑,↓ on site i, niσ = c†iσciσ is the
number operator, and ⟨i, j⟩ denotes a summation over
nearest neighbour pairs with nearest neighbour hopping
energy, t, which sets the scale of all energies presented in
this work.
We solve the model in the ‘dynamical cluster approx-

imation’ (DCA). Within DMFT,46–48 the self energy is
approximated as a local, momentum-independent, quan-
tity. This allows one to map the problem to the solution
of an auxiliary Anderson impurity model (AIM) of a lo-
cal impurity in a self-consistently adjusted mean field in-
stead of the numerically intractable infinite lattice model.
Cluster extensions are then used to systematically rein-
troduce some momentum- and frequency dependence of
the self energy.54 Within DCA,

Σ(k) =
N
∑

K=1

φK(k)ΣK(ω) (2)

where k is the momentum and ω is frequency. φK(k) is
taken to have value 1 for a momentum k which lies in a
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FIG. 1. (Color online)(a) E = EK +EV in units of t, plotted
as a function of the inverse cluster size, 1/N , for T/t = 1.0 and
U/t = 8 at densities, n, near half filling. Horizontal dashed
lines are results from NLCE data.50 (b) Double occupancy
at half filling for T/t = 1.0 and U/t = 8. Horizontal dashed
curves are NLCE data50 and colored diamonds are values from
determinantal quantum Monte Carlo (DQMC) results at and
away from half filling51,52 and the dashed-dotted line is the
value extracted from DQMC results of Ref. 53 [Fig.2(c)] at
half filling.
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Convergence to TD Limit

Some of the more interesting 
parameter regimes are not accessible: 
larger systems (prohibited by sign 
problem) would be needed to simulate 
them.
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FIG. 3: Main panel: total electron density n as a function of
chemical potential µ for clusters considered in this paper at
inverse temperature βt = 20 for all clusters except 16, where
βt = 7.5 is shown. Inset: expanded view of small chemical-
potential region, highlighting region of Mott gap where n = 1
independent of µ.

III. DIFFERENT DOPING REGIMES

In this section we characterize the different doping
regimes discussed in the introduction in terms of the de-
pendence of the total electronic density n on the chemi-
cal potential µ and in terms of the partial occupancy nK

of the patch associated with momentum K, defined by
Eq. (4).
The total electron density n is plotted in Fig. 3 as

a function of the chemical potential µ, for all clusters
studied in this paper. For comparison, the single-site
dynamical mean field (DMFT) result (i.e., the cluster
with N = 1) is also displayed. Data are shown at the
inverse temperature β = 20/t for all clusters except 16
sites, where we used β = 7.5/t. We first observe that at
half-filling (n = 1) all N > 1 cluster calculations yield
an insulating state, revealed by the plateau in the n(µ)
curve. By contrast, single-site DMFT yields a metallic
state [no plateau in n(µ)], because the U/t = 7 stud-
ied here is smaller than the single-site DMFT value of
the critical interaction strength U ≈ 12t. The difference
occurs because cluster calculations take spatial correla-
tions into account, and these stabilize the insulating state
at smaller U values than are needed in the single-site
calculation.33,35,43,53,54

The range in chemical potential over which the n(µ)
curve is flat can be used to define an estimate ∆g for
the insulating gap as ∆g = µ(n = 1+) − µ(n = 1−). Of
course thermal effects mean that the n(µ) curve is not
precisely flat. We adopt the criterion that the chemical
potential is within the gap if 0.99 < n < 1.01. Table I
presents results obtained for the different clusters, using
this criterion, at inverse temperature βt = 20 (βt = 7.5
for 16 site). Except for the conventionally patched 4-
site cluster, all of the clusters studied give remarkably
consistent estimates for ∆g. We will explain below why

Cluster size nh
diff ne

diff ∆g nh
SST ∆SST

2 0.66 1.27 1.4 - -
4 0.65 1.38 2.6 - 2.6
4∗ 0.69 1.39 1.8 0.96 2.4
8 0.72 1.23 1.1 0.93 1.9
16 0.65 1.35 1.4 0.91 2.1

TABLE I: Characteristic densities for onset of momentum dif-
ferentiation on the hole-doped (nh

diff) and electron-doped sides
(ne

diff), estimated gap of the Mott insulator (∆g), location of
the sector-selective transition on the hole-doped (nh

SST) side
(there is no SST transition on the electron-doped side for
the parameters chosen in this paper), and gap of the sector-
selective regime (∆SST).

the conventionally patched 4-site cluster is different.
We next turn to the doping dependence. It has pre-

viously been shown from small cluster studies that at
large enough doping, cluster corrections to the single-site
DMFT results are small.32,33 Figure 3 shows that both on
the hole-doped and electron-doped sides the differences
between the results for different clusters become small
so that the n(µ) curve is well described by the single-
site DMFT result, consistent with previous findings. Be-
low a critical chemical potential or critical density the
curves separate, indicating dependence on cluster geom-
etry and therefore momentum differentiation. We define
critical carrier concentrations nh

diff (on the hole-doping
side) and ne

diff (on the electron-doping side) at which a
significant momentum dependence appears in the elec-
tron self-energy. The ndiff may be estimated from the
densities at which the n(µ) curves begin to separate,
but as we shall see a better estimate may be obtained
from analysis of the sector dependence of the renormal-
ized chemical potential µ∗

K as discussed in Sec. IV. It is
this latter analysis which is used to obtain the densities
shown in Table I.
Figures 4 and 5 display the occupancies nK of the dif-

ferent sectors, respectively, as a function of the chemical
potential µ and the total density n. For the clusters with
N < 16 these figures display data for two temperatures:
βt = 20 (symbols and heavy lines) and βt = 7.5 (light
lines), showing that the temperature dependence is weak.
Figure 4 shows that for all clusters except the 2 site,

there is a range of chemical potentials where the density
in the (0,π) sector remains locked at n(0,π) = 1/2 cor-
responding to a half-filled patch. The chemical-potential
range over which the density in the (0,π) sector is flat
defines a gap, ∆SST, which is also shown in Table I and is
of the same order for all clusters. The presence of a gap
is confirmed by the density of states estimates discussed
in Sec. V.
The regime of chemical potentials where the (0,π) sec-

tor is incompressible while other sectors can be doped is a
signature of the sector-selective regime discussed in pre-
vious work.40,41 We see that the phenomenon is robust,
occurring in 4∗-, 8-, and 16- site clusters. It is also inter-
esting to note that while (for the parameters we studied)

Some of the ‘uncorrelated’ ‘easy’ 
systems, e.g.  good Fermi liquids or 
Mott insulators with a large gap, are 
accessible without a sign problem: 
convergence within the system size 
accessible.

The easiest part of phase space: 
accurate without a sign problem using 
the simplest single site DMFT method.

A Cluster DMFT perspective
Plot: Gull et al., Phys. Rev. B 82, 155101 (2010)



More physics for a small system: vertex 
functions, vertex approximation

in the spirit of getting more out of a small system:

Lattice
Cluster 
DMFT

DGammaA 
(and related 
methods)

Green’s function 
discretized

Self energy 
discretized and 
approximated

vertex discretized 
and approximated

Methods seem to suffer from instabilities, require self-consistent solution of Dyson, Bethe-
Salpeter, Parquet equations. Methods still under investigation! (Held, Toschi, Rubtsov, …)
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Cluster Dual Fermions
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Sign problem: quantum impurity model
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A look on the sign problem from a real-
time / dynamics point of view

hAi = TreiHtAe�iHtExpand observables into Feynman diagrams, sample 
them in a Monte Carlo process.

2tF
0

tF

Everything is exponential! 
Everything oscillates – severe sign problem 
Lost cause?
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Figure 4: Scaling of the average number of kinks with maxi-
mum time t⋆. Left panel shows data at fixed U+ = 0, tuning
the strength of the Coulomb repulsion U− = 0, 5, 10. See the
perfect linear scaling with the same slope α = dk̄/dt. Right
panel displays data at fixed U− = 10, U+ = 0 tuning the
strenght of the conduction bandwidth W . We see how the
slope α increases with bandwidth making increasingly diffi-
cult to access large time scales in the regime W ≫ Γ.

ber of kinks (the total particle conservation is ensured by
kinks in the Keldysh sector). The scaling of the average
number of kinks k̄ with measuring time t⋆, temperature
and other physical parameters is also relevant and in-
structive. In the equilibrium case (corresponding here to
t⋆ = 0), k̄ has been shown in Ref.31 to be proportional
to inverse temperature β with a prefactor given by the
average hybridization energy per spin,

k̄σ = −β⟨Hσ
hyb⟩. (53)

Since ⟨Hhyb⟩ decreases upon increasing the correlation
strength U the diagMC method in imaginary time works
extremely well in the regime U ≫ Γ being able to reach
very low temperatures compared to the energy scales in
the problem. Unfortunately, the very convenient scal-
ing of Eq. (53) does not hold anymore for the real-time
dynamics, as was also noted in previous works25. In
figure 4 (left panel) we plot k̄ as a function of time t⋆
for different initial preparations U− = 0, 5, 10. We note
an almost perfect linear scaling with time, as expected,
while the effect of starting from a correlated initial state
U− ̸= 0 generally helps since it decrease the value of k̄ at
t = 0. Nonetheless, a finite Coulomb interaction in the
final state, U+ ̸= 0, has no effect on the average num-
ber of kinks sampled, as shown by the dashed line in left
panel which exactly lies on top of the U+ = 0 results.

Summarizing, we conclude that the scaling of the aver-
age number of diagrams for the real-time algorithm gen-
erally reads

k̄σ = α t+ k̄eqσ , (54)
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Figure 5: Average Sign as a function of time t for different
initial preparations. We clearly see an exponential decay on
a vey short-time scale. Left panel shows data obtained fixing
the final value of the interaction U+ = 0 and tuning the initial
value U=0, 5, 10. We see a slight increase of the average sign.
Right panel shows the dependence of η̄ from the bandwidth
of conduction electrons and suggest that much longer time
scales can be reached in the regime W ∼ Γ.

α being a costant independent on U . It is therefore
natural to ask what is the energy scale controlling this
prefactor. As we show in the right panel of Figure 4,
α strongly increases with the conduction bandwith W
(and presumably also on the hybridization strength). As
a consequence of Eq. (54), accessing large time scales in
the regime W ≫ Γ becomes increasingly difficult with
this approach. This is due to the fact that both the com-
putational cost of the algorithm and, in particular, the
average sign of the MC weights strongly depend on the
average number of kinks k̄, exponentially the former and
power-law the latter.

2. Average Sign

Another important quantity to monitor during the sim-
ulation is the average sign of the MonteCarlo configura-
tions, which is tightly related to the accuracy we can get
on physical quantities at fixed CPU time. Indeed a van-
ishing average sign turns into very large error bars on
MonteCarlo averages that makes the simulation unsta-
ble. In the specific case of the hybridization expansion
diagMC, it is known that, for what concerns the equi-
librium (imaginary-time) algorithm, the single impurity
Anderson Model has always positive signs and that even
multi-orbital impurity models with rotationally-invariant
interaction can be efficiently simulated up to moderate
low temperatures. This situation drastically change when
dealing with real-time dynamics since even the simple
non-interacting resonant level model faces a severe sign

hs
ig
n
i

D. Goldhaber-Gordon et al., 
Kondo effect in a single-electron 
transistor, Nature 391, 156-159 (1998)

Marco Schiró, Real-time dynamics in 
quantum impurity models with 
diagrammatic Monte Carlo, Phys. Rev. B 
81, 085126 (2010)

Obtain estimates for currents, occupations, Green’s 
functions, etc as a function of (real) time



Bold: Combine MC and analytical methods!
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FIG. 2. Average sign as a function of time in evaluation of
expectation value of current for U = 4,β = 50, H = 0, V = 5.
Bare expansion: diamonds. Bold expansion: circles. Other
lines: Bold expansion truncated at orders 3 to 6.

We have found it useful to define a diagrammatic con-
figuration at expansion order k (i.e. a set of vertices at
times t1...t2k) as the sum of all contractions of lead oper-
ators consistent with the crossing condition. The lack of
a Wick’s theorem means that the sum must be performed
explicitly. The exponential growth with perturbation or-
der of the number of possible contractions sets a limit
∼ 10 on the order which can be reached, but this limit
is less severe in practice than the limit imposed by the
sign. It is possible that higher orders may be reached
by integrating diagrams individually or combining only
a subset of them; this has not yet been explored.

Fig. 2 shows the time dependence of the expectation
value of the sign computed in an expansion of the current
for the nonequilibrium Anderson model. The diamonds
show the sign obtained from the bare hybridization ex-
pansion method of Refs [15–17] and the circles the sign
obtained from a straightforward application of the bold
method. (Essentially identical sign vs time curves are
found for all parameters studied except that ⟨sign⟩ in-
creases at very high T ! Γ.) The larger mean value of
the sign at a given time in the bold method arises be-
cause fewer perturbation orders are needed to reach a
solution. The exponential decrease of ⟨sign⟩ with time
visible in Fig. 2 constrains the times that can be studied
with finite resources. We see that the straightforward
bold expansion can reach ≈ twice as long a time as the
bare expansion.

In contrast to equilibrium simulations, where the dia-
grams generated by the Monte Carlo process are typically
the ones most important to the evaluation of the observ-
able, we find that in the nonequilibrium situations con-
sidered here an unconstrained Monte Carlo exploration
of bold diagrams generates many high order diagrams
which sum to zero in the observable. Thus we define a
Monte Carlo process which considers only diagrams with
perturbation order less than or equal to some value k,
and then increase k until convergence is reached. For the
cases studied here a k " 8 sufficed. Fig. 2 shows that the
mean sign decreases exponentially with increasing max-
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FIG. 3. Order by order convergence for times t = 1.5, ..., 4.
Upper panel: spin imbalanced parameters, density expansion,
U = 4, V = 5, state | ↑⟩ (initial state | ↑⟩), blowup to region
of biggest differences. Lower panel: typical case, U = 8, V =
2,H = 0, state | ↑↓⟩ starting from | ↑⟩. Inset: order-by-order
contribution to current, for U = 4, V = 5 and times indicated.

imum perturbation order but for a given perturbation
order saturates at a non-zero value. We find that once
the correct k is identified, the bold expansion can be ar-
ranged so that convergence is uniform in time: the mean
perturbation order required to obtain a convergent result
does not increase as the time interval is increased.
Convergence is poorest for spin-dependent properties

of spin-imbalanced initial conditions; the main panel of
Fig. 3 shows the slowest-converging case we have encoun-
tered so far. The straightforward bold expansion only
converges out to times t ≈ 2, the convergence with order
is oscillatory but by 7th order an acceptable convergence
is reached as can be seen from the coincidence of the
6th, 7th, and 8th order results. The lower panel shows a
more typical case, where convergence is monotonic and
occurs by 4th order. The upper inset presents the con-
tribution w(t) made to the current at time t by the sum
of all diagrams of a given order. We see that for this
case diagrams of order ! 5 make no net contribution,
but would be extensively sampled in a straightforward
bold Monte Carlo calculation.
The much longer times accessible via the methods pro-

posed here allow us to reach physically interesting steady
states. Fig. 4 shows the evolution of particular diagonal
elements of the density matrix for different model param-
eters and starting from different initial conditions. The
top and bottom traces (U = 8, V = 1, H = 0.5) show the
evolution of the spin down (favored by H) and empty
states starting from the initial condition in which the
dot is in | ↓⟩. The similar time scales in the evolution of
the empty and singly occupied states show that the time
dependence, which is rapid and is captured correctly by
the bare and straightforward bold methods, is almost en-

[25,26] continuous time Monte Carlo (bold-CTQMC)
calculations [27,28] has been put forth [29] which largely
circumvents many of the limitations of previous real-time
Monte Carlo methods. The method can access substantially
longer times than were previously accessible, and in combi-
nation with memory function methods [30–32] has been
shown to enable the computation of single-time observables,
such as the magnetization density, out to unprecedentedly
long times [33]. In this Letter we show that the new bold-line
methods enable the calculation of the steady-state non-
equilibrium two-time electron Green’s function and lead to
new insights into the evolution of the system towards steady
state for the prototypical example of the nonequilibrium
Anderson impurity model. We follow the formation of the
Kondo peak after a gate quench, showing how the electron
spectral function evolves to its steady state value, demon-
strate the long-suspected voltage splitting of the Kondo
resonance in the presence of a bias voltage [34–40], and
establish that the current-voltage characteristic of a quantum
dot provides an inaccurate representation of the many-body
density of states. The impurity solver described here works
in a manner practical for the needs of nonequilibriumDMFT.
In particular, the computational complexity of our approach
is independent of both the dot-bath coupling density and the
final spectral resolution desired.
We have used the bold-line methods [27,28] to directly

evaluate two time correlation functions but we find that more
accurate and efficient access to the steady-state spectral
function may be obtained from a variant of an insightful idea
originally proposed as an experimental configuration for
probing transport in quantum dots [41,42]. In its original
form the idea was to relate the spectral function to the voltage
dependence of a current flowing through a single additional
weakly coupled auxiliary lead A (Fig. 1, top left):

AauxðVA; tÞ ¼ lim
ΓA→0

− 1

ΓAπ
dIAðtÞ
dVA

: (1)

As t approaches infinity while the auxiliary lead is kept at a
fixed chemical potential VA, AauxðVA; tÞ becomes time
independent and approaches Aðω ¼ VAÞ≡−ð1=πÞℑ
fGrðω ¼ VAÞg. We find [29] that a theoretically more
convenient (although experimentally impractical) represen-
tation may be achieved by considering the current I flowing
between two auxiliary leads (Fig. 1, top right) which are
weakly coupled to the systems only at a predefined
frequency ω0 [ΓA ¼ ηδðω − ω0Þ] with η much less than
the typical physical coupling Γ to the principal leads. We
take one of the leads to be full (f: chemical potential
much higher than any relevant scale) and one to be empty
(e: chemical potential much lower than any relevant scale).
Then,

Aauxðω; tÞ ¼ lim
η→0

− 2h
eπη

½IfAðω; tÞ − IeAðω; tÞ%: (2)

In addition to its computational advantages, this formal-
ism provides physical insight into the evolution of dot
properties after a quench. At any given time, the full
lead injects electrons into the system at frequency ω and
at a rate of −IfAðω; tÞ, and should thus (neglecting the
response properties of the auxiliary lead itself) be propor-
tional to the density of electronic excitations at this
frequency and time; similarly, IeAðω; tÞ probes the density
of hole excitations. Experimentally, one would only have
access to Aaux, which is proportional to the total (electron
+hole) excitation density. In equilibrium or in steady
state outside the bias window (up to ∼kBT) clearly only
the empty or full probe contributes and excitations can be
distinguished by type. For comparison, if AðtÞ is obtained
only for a finite time interval, its Fourier transform yields
only a discrete set of energies approximating AðωÞ. Since
Aauxðω; tÞ provides frequency-rich information at all
times, and since (unlike the two-time correlation function)
an experimental pathway for directly measuring it has
been suggested, we suggest that it is an interesting and
potentially useful quantity to explore in its own right.
The model we treat consists of an Anderson impurity [43]

coupled to two leads held at different chemical potentials
(upper panels, Fig. 1). Physical realizations include transport
in molecular junctions and scanning microscopy studies of
adsorbed atoms. However, we emphasize that the method is
equally applicable to other nonequilibrium situations includ-
ing Hamiltonians with explicit time dependence arising in
irradiated quantum dots and in the dynamical mean field
analysis of pump-probe experiments. Setting ℏ ¼ e ¼ 1, the
Anderson model Hamiltonian is

H ¼ HD þHB þ V; (3)

FIG. 1 (color online). The experimental auxiliary lead setup
(top left) and the double probe scheme (top right) are illustrated.
Below, the steady state spectral function AðωÞ is shown at several
voltages. The results are obtained from bold-CTQMC calcula-
tions using the double probe auxiliary lead formalism at Γt ¼ 10.
Error bars estimate statistical Monte Carlo errors.
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1. start from uncontrolled partial 
summation techniques (think RPA):  
 
obtain propagators that contain an infinite 
subset of diagrams.

2. use Bold Diagrammatic MC procedure 
to sum up ALL remaining diagrams: 
 
obtain propagators with all diagrams, 
compute observables. Numerically exact.

2tF
0

tF
e.g. 1. integral equations for diagrams without crossing 
lines,

tF
2tF
0

followed by 2. a procedure to sample all remaining 
diagrams.

Delegating diagrams to the integral equations decreases the sampling space, 
increases the sign by an order of magnitude! 

Spectral functions with error bars obtained from a real-time 
evolution of a quantum dot  (AIM) with a voltage applied.



Analytic Continuation: Sign problem is 
not the only exponential barrier

• Statics can only tell us so much… 
• Experiment cares about dynamics: spectral functions, optical response functions 

(Raman, optical conductivities, …), self energies! 
 

!
 

• Equilibrium quantum statistical mechanics / imaginary time formulation of algorithm has 
a ‘bug’: small fluctuations in our simulation data cause large variations in the 
experimentally relevant quantities: Analytic continuation!  

• Maximum entropy method, Padé, stochastic analytic continuation, etc use additional 
assumptions to generate appealing plots.  

• Do we have to give up the Matsubara formulation to obtain unbiased estimates of 
response functions? What can replace it?

insights into the microscopic nature of this
2DCO and its relationship to the single-particle
excitations in k-space. We performed ARPES
studies of Na-CCOC (x 0 0.05, 0.10, and
0.12), allowing us to combine information
from the complementary real- and k-space
electronic probes. Our results reveal a strong
momentum anisotropy, in which the 2DCO
is associated with strongly suppressed anti-
nodal electronic states that have a nesting
wave vector of kqk È 2p/4a0, whereas the
nodal states dominate the low-energy spec-
tral weight in k-space.

ARPES measurements were performed at
Beamline 5-4 of the Stanford Synchrotron

Radiation Laboratory with the use of single
crystals with typical dimensions of 1 ! 1 !
0.1 mm grown by a high-pressure flux method
(7). Na-CCOC is devoid of complications
such as superlattice modulations, bilayer
splitting, and orthorhombic distortions and is
highly 2D with a resistivity anisotropy rc/rab
of 104 (8). The x 0 0.10 and 0.12 samples had
Tc_s of 13 and 22 K, respectively (maximum
Tc 0 28 K), whereas the x 0 0.05 composi-
tion was nonsuperconducting. Typical ener-
gy and momentum resolutions were 14 meV
and 0.35- (corresponding to Dk È 0.02 p/a0),
and samples were measured at pressures lower
than 5 ! 10j11 torr.

In Fig. 1, A to C, we show the momen-
tum distribution of spectral weight within a
T10-meV window around the Fermi energy,
EF. The predominance of the nodal states can
be seen in the raw data, as the intensity is
maximum along the (0,0)-(p,p) nodal direction
and drops off rapidy toward (p,0), the anti-
node. To better quantify the Fermi surface
(FS), we have taken the maximal position in
each momentum distribution curve (MDC) at
EF, which intersected the FS and identified this
as a Fermi wave vector, kF. To minimize the
effects of photoelectron matrix elements or
sample-dependent variations, we confirmed
our results on additional samples by varying
photon energies (between 16.5 and 28 eV) or
acquiring data with polarizations parallel to the
Cu-O bond direction, or in the second Brillouin
zone. All results are summarized in Fig. 1, D
to F, and representative MDCs are overlaid
in Fig. 1E. Despite the much weaker intensity
of the antinodal MDC, its momentum structure
nevertheless allows one to define kF and es-
tablish a continuous contour reminiscent of the
predicted noninteracting FS (9). Although this
approach is robust in extracting the normal-
state FS for conventional metallic or even
gapped systems, the situation is less clear for
strongly correlated systems where the quasi-
particle (QP) residue, Z, can be much less
than 1. However, we will still refer colloquially
to these extracted contours as Fermi surfaces
throughout this work (10).

The manifestation of the 2DCO in the
ARPES spectra can be observed in Fig. 1, D to
F, where the weak antinodal segments appear
to be well nested and separated by approx-
imately kqk È 2p/4a0 (Fig. 2A). In Fig. 2, A
and B, we compare a schematic of the low-
energy intensity with the real space dI/dV map
(6). This correspondence is exhibited not only
in the wave vectors, but also in the unusual
energy (w) dependence of this pattern. The tun-
neling data exhibit a surprising bias indepen-
dence (6), and our antinodal MDCs (Fig. 2C)
also demonstrate a similar insensitivity to w
below 50 meV, in contrast to the dispersive
nodal MDCs (Fig. 2D). This unphysical ver-
tical dispersion of the antinodal excitations is
highly atypical and almost certainly does not
represent the behavior of the actual QP band,
as will be discussed later. The doping depen-
dence of the nodal and antinodal kF_s is
summarized in Fig. 2E. The relatively weak
doping and w dependence of the antinodal kF
is in stark contrast to the expected behavior of
a near-EF van Hove singularity, where both the
doping and w dependence of the MDCs should
be sizable. Moreover, the contrast between the
strong nodal states and weak antinodal seg-
ments is surprising given that the low-energy
STM spectra are almost entirely dominated by
the commensurate 2DCO (6).

This anisotropy can also be observed in the
energy distribution curves (EDCs) along the

Fig. 2. (A) Schematic of
the low-lying spectral
intensity for x 0 0.10.
The hatched regions
show the nested por-
tions of FS, and the FS
angle is defined in the
lower right quadrant. (B)
An STM dI/dVmap from
(6) is shown from
Ca1.9Na0.1CuO2Cl2, ta-
ken at 24 meV and
100 mK, exhibiting the
4a0 ! 4a0 ordering.
MDCs along the anti-
nodal (C) and nodal (D)
directions are shown for
Ca1.88Na0.12CuO2Cl2, ta-
ken at 15 K with hu 0
25.5 eV. (E) The doping
dependence of the kF
wave vectors along the
(0,0)-(p,p) (blue trian-
gles) and (p,0)-(p,p)
(red circles) directions.
Error bars show the SD
from sample to sample.
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Fig. 1. (A to C) The
momentum distribu-
tion of spectral weight
within a T10-meV
window around EF for
x 0 0.05, 0.10, and
0.12 in one quadrant
of the first Brillouin
zone. Data were taken
at 15 K with hu 0 25.5
eV and a polarization
45- to the Cu-O bond,
normalized to a fea-
tureless background at
high binding energies
(–1 eV), and symme-
trized along the (0,0)-
(p,p) line. The data
acquisition range is
shown within the black
lines. The FS contours shown in (D to F) were compiled from more than four samples for each
composition with photon energies between 16.5 and 28 eV and photon polarizations both parallel to
and at 45- to the Cu-O bond direction. Data from these samples constitute the individual points; the
best fit is shown as a solid line. The region in which a low-energy peak was typically observed is
marked by gold circles. The gray shaded areas in (E) represent the momentum distribution of
intensity at EF T10 meV along the (0,0)-(p,p) and (p,0)-(p,p) high-symmetry directions.
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ARPES: Shen et al., Science 307, 901 (2005)



Die Eierlegende Wollmilchsau 
(egg laying wool milk pig)

Does a generic solution to the sign 
problem exist?

Some sign problems are NP hard, i.e. a general solution of all sign problems 
implies P=NP. The sign problems that are NP hard are not necessarily the ones we 
care about. Is there a large enough subset of sign problems for which we can 

find a practical polynomial-in-time solution?

Troyer and Wiese, 
Phys. Rev. Lett. 94, 
170201 (2005)



Thank you!

Many thanks to my collaborators, in particular!

G. Cohen, S. Fuchs, J. Le Blanc, N. Lin 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